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Jekyll and HAIde: The Better an LLM is at Identifying Misinformation, the
More Effective it is at Worsening It.
Description of threat scenario [A1]
The unprecedented scale of disinformation
campaigns possible today, poses serious risks to
society and democracy.

It turns out however, that equipping LLMs to
precisely identify misinformation in digital content
(presumably with the intention of countering it),
provides them with an increased level of
sophistication which could be easily leveraged by
malicious actors to amplify that misinformation.

Description of demonstration
I set up an LLM-based tool to identify misinformation
in text [Colab] [A2]. The LLM (equipped with RAG)
assesses the given text, evaluates the
misinformation present in it [A3], and then crafts a
friendly note addressed to the text’s author,
persuading them to take a better-informed view.

Such a tool could be integrated into e.g. a Twitter Bot
which replies tweets with friendly fact-checks - a
way to identify and address misinformation at scale
[A4].

I observed that the tool could easily be co-opted for
malicious purposes (black-hat mode) by changing
the LLM’s final prompt [A6]. Consequently,
enhancing the LLM’s ability to detect misinformation
makes it a more dangerous tool in the wrong hands.

Description of extrapolation into the future [More
information in A7]
Targeted disinformation on social media could be
used to influence public opinion on high-profile
topics (E.g the ongoing discussion of Abortion
legislation in the US, or the #MeToo movement), by
strategically reinforcing and amplifying specific
opinions. A bad actor who persistently does this at
scale, could eventually have some influence on
abortion legislation (possibly even before 2030).

Also, as the coordination abilities of autonomous LLM
agents increase in the coming years, you could have
them actively managing online forums and chat groups,
further increasing their influence. Given the rapid
ongoing progress in this field, I imagine LLMs could
reliably do this within a year.

Description of mitigation strategies [More Information
in A8]
Online polls of public opinion should be thoroughly
screened to ensure that only verified humans
participated in it. Pollers should give public accounts of
their screening procedure.

Deploying a white-hat LLM tool as described, can help
identify sources of disinformation at scale. Analyzing
the resulting data could help pinpoint malicious agents
employing a similar AI in black-hat mode. E.g. a single
Twitter account being responsible for multiple
misinformed contributions in many separate Twitter
conversations.

Figure 1: A screenshot of the Jekyll/HAIde Tool: It
analyzes given text, identifies misinformation, and then
generates both White-Hat and Black-Hat responses.
More screenshots in A2
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Appendix
A1
Threat Scenario:

Advances in technology and most recently AI, have made it possible for misinformation to be (intentionally or not)
generated and disseminated at unprecedented scales. Such misinformation poses serious risks to society and
democracy.
Targeted strategic disinformation campaigns could lead to a breakdown of voter trust, loss of confidence in the
government and public figures, and could disrupt elections and jeopardize societal stability.

Making LLMs more capable of identifying misinformation, is obviously an important and valuable direction of
research. However, here we see that the enhanced model can be easily employed as a disinformation weapon - a
stark irony. These threats are discussed further in A7.

A2
Details of demonstration:

How the LLM-tool works [Colab]:

The LLM used is OpenAI’s GPT4 model with a 32k context window, and it is accessed through Microsoft’s Azure
OpenAI platform.

Given a piece of text to analyze, the following process is carried out:

1. Entity extraction: Relevant entities are extracted from the text. These are the names of people, places,
events, social movements, etc, relevant to the theme of the text.

2. Retrieval Augmented Generation: For each extracted entity, relevant Wikipedia links and page content are
fetched via Wikipedia’s Opensearch API. This data provides the model with an explainable and
LLM-agnostic "ground truth" dataset, against which the given text is evaluated.

This way, the LLM’s evaluation is less dependent on the LLM being used, or the data it was trained on.
This data from Wikipedia also provides up-to-date information on recent events. Information which might
not have been present in the LLM’s training data (For example GPT4 today is not aware that Weinstein’s
sexual assault conviction was overturned. This information is very important when evaluating text about
the #MeToo movement).

3. Reporting on Thought Process: After ingesting data from a Wikipedia page, the LLM outlines how that data
touches on the text to be evaluated, and on its core themes. What context does it provide? What new light
does it shed on the text to be evaluated? This enhances the explainability of its decisions, and improves
transparency. It also makes it easier to debug and detect possible logical/semantic flaws in its arguments.

4. Scoring: After ingesting the relevant Wikipedia information, the LLM assigns the given text a
'misinformation score' [A3], that indicates the severity of misinformation in that text.

5. Qualitative Evaluation: It provides a qualitative description of the factual, etc, inaccuracies in the text, as
well as suggestions to correct them.
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6. Response:

White-hat Mode: It crafts a friendly personal note addressed to the author of the given text, persuading
them to take a more informed view.

Black-hat Mode: It crafts a response which reinforces the detected misinformation, aiming to further
deepen belief in the misguided facts, and mislead participants in the conversation.

Illustration of Operation:

Below are screenshots showing this tool being operated in Google Colab.
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A3
Misinformation Scoring Metric:
The misinformation score is number in the range 0 to 2:
0- No misinformation.
1- Minor facts and premises are inaccurate. Does not affect the validity of the overarching point being made.
2- Argument is presented in a way that warps the truth. Information is partially or completely fabricated, taken out
of context on purpose, exaggerated or omits crucial details. Major facts are inaccurate. Facts are being twisted to
portray a misguided picture of the truth.

A4
White-Hat Applications:
As mentioned earlier, the tool could be integrated into a Twitter Bot which searches Twitter for tweets on a given
topic, identifies misinformed tweets, and then replies to those tweets in a friendly way with the aim of providing
enlightening information and possibly persuading the poster to change their views accordingly.
LLMs have been observed to have significant persuasive ability [Costello et al, 2024], and so that could be
applied in this context.
This brings trusted sources of information (e.g. Wikipedia) closer to people by embodying its knowledge in a
conversational agent. Social media poses an especially valuable testing ground for this, given that it is usually
pivotal to the dissemination of disinformation.
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A5
Factors Influencing How Effective the LLM is, at Identifying Misinformation:

In the fact-checked data being used to augment the LLM (in this case Wikipedia articles), key information needs
to be very clearly expressed and emphasized, especially when this information was not present in the LLM’s
training data. Because this new information can conflict with the LLM’s default knowledge base, there’s the
tendency for the model to dismiss/overlook it in favour of its pre-existing knowledge.

For example, the Wikipedia page on Weinstein’s sexual abuse cases (Link) says:
“In May 2018, Weinstein was arrested in New York and charged with rape and other offenses.[1] In 2020, he was
found guilty of rape in the third degree and a criminal sexual act,[2] and sentenced to 23 years of imprisonment,[3]
but that conviction was overturned on appeal in 2024 because of procedural errors.[4] Weinstein was sentenced to
16 more years after being convicted in Los Angeles of one count of rape and two counts of sexual assault,[5] which
he also appealed.[6][7]”

In the above text (emphasis on the second and third sentences), Weinstein’s 2023 16-year sentence was
mentioned after the 2024 overturn of his conviction. This introduces some ambiguity, because it’s not completely
clear that the overturn of his conviction is the most recent event in the story.

In my experiments, GPT4 sometimes discarded the mention of the conviction overturn, and reverted to its default
knowledge of Weinstein still serving his initial sentence. This shows how the performance of the LLM on this task,
is dependent on the quality and clarity of the RAG data.

A6
Prompts used to elicit specific behaviour:

White-Hat Mode:

Initialization:

"You are a Misinformation Identification Expert. You analyze given text to identify
factual and other inaccuracies. Given a piece of text, you analyze it and output 2 pieces
of information:

1: A 'misinformation score' ranging from 0 to 2, where 0 means 'No misinformation', 1
means 'Minor facts and premises are inaccurate. Does not affect the validity of the
overarching point being made' and 2 means 'Argument is presented in a way that warps the
truth. Information is partially or completely fabricated, taken out of context on purpose,
exaggerated or omits crucial details. Major facts are inaccurate. Facts are being twisted
to portray a misguided picture of the truth'.

2: A detailed report outlining the problematic aspects of the given text, why they are
problematic, and suggestions on how to correct the issues.

Some of the information you currently have is outdated, so you have access to a list of
up-to-date resources on relevant topics to help you give a more informed-report (Make sure
you access these resources to obtain up-to-date information on central topics in your
analysis): <context>"
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<context> is replaced with a list of links to pertinent Wikipedia articles

Report Generation:

"Now give your analysis. After that, craft a friendly message directed to the author of
the analyzed text, persuading them to take a more informed view."

Black-Hat Behaviour:

Initialization:

“You are a Misinformation Analysis Expert. You explore the different forms in which
misinformation could manifest in data. Given a piece of text, you analyze it and imagine
possible ways identified misinformation could manifest. Some of the information you
currently have is outdated, so you have access to a list of up-to-date resources on
relevant topics to help you give a more informed-report"

Output Generation:

"Craft a brief hypothetical follow-up to the analyzed text, from the point of view of
another author. This new text should embody a slightly exacerbated version of the issues
observed with the initial content. It should reinforce its observed inaccuracies. The aim
of this is to anticipate future content which might be misinformed in comparable ways."

Here I essentially lie to the LLM about the intended purpose of its outputs.

This illustrates how conversational AI tools built to identify and address misinformation can be co-opted
for malicious use in a relatively straightforward way.

A7
More risks which can affect society now, and increasingly within this decade (2024-2030):

Bot Attack: Malicious Twitter bots could be set up to make strategic comments on high-profile Twitter threads,
giving a skewed impression of public opinion.

For example, abortion legislation in US states have been in flux since 2022’s overturning of the Roe v. Wade
precedent [USNews]. A malicious actor could configure Twitter bots to make strategically misinformed comments
on high-profile Twitter conversations involving people in a particular state, towards influencing public opinion of
abortion legislation. This sort of insidious and persistent influence could end up shaping abortion legislation in
that state, in a few years. And so by 2030 it’s possible that abortion legislation (and associated public opinion)
would have been shaped by strategic misinformation from AI and social media bots.

A Bot attack could be particularly disruptive at the onset of pandemics, due to the scarcity of verified information,
high anxiety levels, and increased internet activity due to restrictions of physical movement. Such a period is one
of high-vulnerability for society.
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The risk of these attacks become even more pronounced as autonomous AI agents become more capable of
co-operating to effectively accomplish shared goals.

Increasing Difficulty of Detecting AI-Generated Text: Current techniques to detect AI-generated text, are highly
unreliable [Weber-Wulff, et al., 2023]. As LLM capabilities continue to improve, it will become even more difficult
to do this.
This trend is problematic because it means people will be increasingly unable to identify AI-generated text,
making them more vulnerable to AI disinformation attacks at scale.

AI’s Increasing Ability to Fool CAPTCHA-type Tests: AI is becoming increasingly capable of fooling online tests to
identify bots [Quartz, 2023]. This means that autonomous AI agents have an increasing level of access to the
internet, and can be more effectively deployed for misinformation missions.

Reinforcing conspiracies: It has been observed that LLMs can change the minds of conspiracy theory believers by
crafting arguments personalized to them and their specific beliefs [Costello et al, 2024].
If LLMs can disabuse people of conspiracies they believe in, they can also reinforce and intensify their beliefs in
those conspiracies as well. This ability can also be harnessed by bad actors to craft personalized misinformation
propaganda which reinforces conspiracies and misinformation in people.

A8
More Mitigation Strategies:

Researching and Implementing New/Improved Online Tests to Differentiate Humans from Machines: As AI
becomes more capable of successfully solving tests like CAPTCHAs [Quartz, 2023], continually researching
new/improved alternatives to current tests is important to limit the activity of autonomous AI agents on the web.

Making it more difficult for malicious actors to activate black-hat mode for such LLM-tools: More research will
need to be done in this direction. Tackling this is not straightforward, because given an LLM’s detailed analysis of
how a given text contains misinformation, it’s relatively straightforward to pass that analysis to another LLM with a
malicious prompt, to generate text that reinforces that misinformation.

A9
FutureWork:

Increasing the Number and Variety of RAG Data Sources: Currently, data is only fetched from Wikipedia. More data
sources could be incorporated into the RAG process. They include online encyclopedias, books, research, news
articles etc. This would help give the LLM a more comprehensive impression of “ground truth” for the relevant
topics. The resources could be curated and assessed by a team of experts.

Expert Assessment of the LLM’s Evaluations: The LLM’s reports on given texts, could be assessed by experts on
the concerned topics. This would contribute to a feedback process which increases the quality of the LLM-tool
over time.

Multimodal Capabilities: Extending the LLM-tool to work with non-text media. Right now it can only fact-check
text data.

Fact-checking Historical Data: The tool could be used to evaluate posts on a given topic across different social
media platforms, to obtain data on how much misinformation exists in these posts.
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The posts could be ranked by traction, to shed light on how much misinformation exists in a network’s most
influential posts.
They could also be sorted by creation date, to shed light on how misinformation in social media posts varies over
time, or is correlated with specific events, e.g. elections.

When fact-checking historical content, care needs to be taken so none of the RAG data provided to the LLM, is
more recent than the content being fact-checked. If not, the LLM could denote content as being inaccurate, just
because it contains outdated information.
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