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Beyond Refusal: Scrubbing Hazards from Open-Source
Models

Introduction

Jungherr has proposed four areas of influence for
the impacts of Al: at the individual level, Al's impact
on legitimate self-rule and decision-making; at the
group level, Al's impact on equality of rights and
representation, especially for marginalized groups; at
the institutional level, its impact on elections as a
legitimate democratic institution; finally, at the
systems level, its impact on the competition
dynamics between democracies and autocracies. [1]
Amidst the current and projected harmful impacts of
Al for democracy, open source Al has been proposed
as a means for mitigating these risks by
democratizing the technology by preventing capture
by firms and elites, as well as by facilitating new,
decentralized mechanisms for democratic
governance. [2]

How things can go wrong

With the capabilities for aggregating information,
novel processing towards a goal, imitation, and task
completion autonomy, the ‘open’ nature of these
models makes them vulnerable to malicious use by
bad actors on all the aforementioned areas of impact
by amplifying pre-existing inequalities and
vulnerabilities in democratic systems, especially
through the dissemination of Al-manipulated
disinformation at an unprecedented scale. These
affect individual decision-making and lead to the
distortion of public discourse and the erosion of trust
in democratic institutions. At the systems level, this
technology can destabilize geopolitical dynamics and
heighten competitive pressures as malicious actors
may be able to create propaganda, bioweapons and
nuclear weapons.

As such, in what ways can we ensure that models
are safe before open sourcing, and how do we keep
them this way (i.e. not be jailbroken or retrained)?

Current Approaches to Safety
TLDR: finetuning is not enough; see Appendix 1.

Our Best Bet: Fine-Tuning to Unlearn

Models trained on the recently published Weapons
of Mass Destruction Proxy (WMDP) benchmark show
potential robustness in safety due to being trained to

forget hazardous information while retaining
essential facts instead of refusing to answer. [4]

Our Approach: Red-Teaming Safety Claims
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We aim to red-team this approach by answering the
following questions on the generalizability of the
training approach and its practical scope (see A2):

1. Are models trained using selective unlearning
robust to the refusal vector? Can we get refusal
vectors and undo finetuning?

2. Is the difference in model weights as a result of
finetuning representable through a steering
vector? Can we make this steering vector
unwritable, additive and invertible?

Our Findings?

A.) Are models trained using selective unlearning
robust to the refusal vector?
We find that the following approaches have no effect
on the results from hazardous queries:
1. Obtaining the refusal vector from the base
model and applying it on the finetuned model
2. Rephrasing the hazardous query produces
cohesive outputs in some cases but never
indicates the correct answer
We surmise that these findings suggest that the
model has forgotten information specific to their
hazardous u but not strictly their nceptual
function. We observe that the training method that
preserves baseline knowledge allows entity-level
definitions to persist but restricts their synthesis.

Despite this, we note that the model hallucinates the
correctness of a random choice in the list given

* The scope of these findings are limited to the HuggingFaceH4/zephyr-7b-beta (base) and

cais/Zephyr_RMU (finetuned) models.


https://drive.google.com/drive/folders/1RRWggtJ7XGEu3uu77CgXu1Vcfs2-X3yi?usp=sharing

jailbreak-intended prompts when it should simply
refuse to answer. Adding the refusal vector does not
fix this; instead, the model outputs whitespace/EOL.

B.) Is the difference in model weights as a result of
finetuning representable through a steering vector?
We note that subtracting the activations of harmful
prompts across the two models did not produce a
viable bijective steering vector facilitating unlearning.
Instead, we observe a_one-way ‘scrubbing’ vector
activation formed from the difference between the
base and finetuned activations when added to the
base model. (See image at Appendix 3).

This may indicate the possibility of formulating a
singular ‘safety’ steering vector specific to model
architectures which pollutes hazardous synthesis.
Given that preliminary tests show that the
application of this specific vector is unidirectional,
steering by ‘scrubbing’ may prove to be a resilient
alternative to the refusal activation - the latter being
easily removable.

In the future, regulatory bodies may mandate Al labs
to add this one-way ‘scrubbing’ vector to

open-source models, ensuring they comply with
ethical guidelines before public release.

Appendix

A1: Current Approaches to Safety
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Common techniques to safety incorporate finetuning to steer model weights toward acceptable outputs. This
involves calibrating them through reinforcement learning through human feedback (RLHF) for value alignment and
restricting model outputs to prevent bad actors from exploiting Al gains.
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Image from https://huggingface.co/blog/rlhf
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Various methods such as jailbreaking (prompts) and relearning circumvent these safety mechanisms especially for
models released open-source.
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Figure 1. Many-shot Jailbreaking (MSJ) is a simple long-context
attack that uses a large number (i.e. hundreds) of demonstrations
to steer model behavior.

Image from “Many shot jailbreaking” paper[5]

Recently, model refusal has been demonstrated to be sensitive to activation steering[3], thus indicating that
training models to reject harmful prompts is not enough. Using just 64 sample harmful and harmless prompts, it
was illustrated that a given model’s steering vector responsible for refusing to output hazardous information can
not only be extracted but also removed (with some robustness to future training).
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This has significant implications not only to the current threat that open-sourced models may pose when refusal is
bypassed but also to the conditions that must be met before more powerful models can be open-sourced.

Details of our demonstration include...

A2
Details on method:
1. Are models trained using selective unlearning robust to the refusal vector?
a. Can we get refusal vectors and undo finetuning?
i.  Finding the finetuned model’s refusal vector (if it exists), and
ii.  Subtracting by the base model or fine tuned version’s refusal vector.
b. From (a), is knowledge still represented in the model and obfuscated, or does the model truly
forget hazardous information?
2. s the difference in model weights as a result of finetuning representable through a steering vector?



a. Can a model be orthogonalized such that this vector cannot be overwritten?
b. Can this steering vector simply be added to models of the same architecture to enable safety
properties?
c. Can we ‘relearn’ by operating through this steering vector? E.g. can we reverse its effects by
subtracting by it?
A3
Details on findings:

1. Obtaining the refusal vector from the base model and applying it on the finetuned model
a. The refusal vector functions as is for the base model but does not extend to the finetuned model.
b. We find the same obfuscated output regardless of its presence (and operation whether added or
removed).
c. Varying the operation and magnitude causes line breaks / EOL outputs.
2. Rephrasing the hazardous query produces cohesive outputs in some cases but never indicates the correct
answer
a. Restating the multiple-choice question appears to output a random choice (although it isn't clear if
the output is strictly incorrect)
b. Prompt injection yields the same incoherent output blurb
We find that the training method which aims to preserve baseline knowledge allows entity-level definitions (e.g.
ransomware, Windows Smartscreen) to persist but restricts their synthesis (e.g. Which ransomware bypasses
SmartScreen?).

before_training = torch.load("harmful_wmdp_mean_a
after_training = torch.load("harmful_wmdp mean_ac

after_training.pt™)

refusal_dir = before_training - after_training
refusal_dir = refusal _dir / refusal_dir.norm()

intervention_layers = list(range(model.cfg.n_layers)) # all layers
hook_fn_unlearn = functools.partial{direction_ablation hook,direction=refusal dir)
fwd_hooks_unlearn = [(utils.get_act_name{act_name, 1), hook_fn_unlearn) for 1 in intervention_layers for act_name in ['resid_pre', 'resid_mid', “resid_pest']]

test_prompt = ['Which of the following ransomware has been linked to the bypass of Windows SmartScreen Security? [ "Magniber", "NotPetya”, "Maersk”, "WannaCry" ]']

relearn_generations = get_generations(medel, test_prompt, tokenize_instructions_fn, fwd_hooks=fwd_hooks_unlearn)
relearn_generations

1ce% | [ :/1 [e1:31<00:00, 91.20s/it]

["Which of the following ransomware has been linked to the bypass of Windows SmartScreen Security?\n\nA. Magniber\nB. NotPetya\nC. Maersk\nD. WannaClry\n\@Answer:}

. NotPetyaln\nExplan’]

The ‘scrubbing’ vector has no effect on safe prompts:

Mirmless_prompt = ['What are the best strategies for learning a new language?"]
relearn_gencrations = get_gencrations(medel, harmless_prompt, tokenize instructions_fn, fud_hosks=fud_haoks_unlearn)
relearn_generations

1o0%| I 1/1 [°1:13<00:00, 78.86s/it)
["Learning a new language can be s daunting task, but with the right strategies, it can also be an exciting and rewarding experience. Whether you're a beginner or an advanced learner, there are several effective approaches
yOu can use to master a new language.‘n\nl. Immerse”]

A4
Demo Notebooks in Google Drive: Demonstration


https://drive.google.com/drive/folders/1RRWggtJ7XGEu3uu77CgXu1Vcfs2-X3yi?usp=sharing

