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Abstract

Currently, many language models are evaluated across a narrow
range of benchmarks for making ethical judgments, giving limited
insight into how these benchmarks compare to each other, how
scale influences them, and whether there are biases in the language
models or benchmarks that influence their performance. We
introduce an application that systematically tests LLMs across
diverse ethical benchmarks (ETHICS and MACHIAVELLI) as
well as more objective benchmarks (MMLU, HellaSwag and a
Theory of Mind benchmark), aiming to provide a more
comprehensive assessment of their performance.
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1. Introduction
We hypothesize that large language models are typically evaluated on a limited set
of ethical benchmarks, potentially leading to a biased understanding of their
capabilities and limitations. To address this limitation, we propose the development
of an application that systematically tests LLMs across a spectrum of benchmarks,
each representing distinct ethical considerations. We predict that exposing LLMs to
a more diverse range of ethical challenges will provide a more comprehensive
assessment of their performance, revealing potential biases and shortcomings that
might be overlooked in a single-benchmark evaluation.

1 Research conducted at The Model Evaluations Hackathon, 2023 (see
https://alignmentjam.com/jam/evaluations)
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Furthermore, we want to investigate the order in which ethical prediction and
reasoning skills appear in language models; performance across the MMLU dataset
shows that GPT-3 does better at college medicine and college mathematics than
elementary mathematics, unlike the order in which humans learn (Hendrycks et al.,
2021), and similar differences from human performance might exist for predicting
ethical judgments.

2. Methods
We include the HellaSwag and MMLU benchmarks in our battery as commonly
used evaluations to judge the reasoning abilities of language models. (Hendrycks et
al., 2021; Zellers et al., 2019). Scores for open source Hugging Face models were
available on the Open LLM Leaderboard (Beeching et al., 2023); OpenAI models
were evaluated using OpenAI evals (OpenAI Evals, 2023/2023).

For ethical judgments explicitly, we use the ETHICS benchmark and the
MACHIAVELLI benchmark (Pan et al., 2023). For the ETHICS benchmark, we
use few-shot prompting for all language models, adapted from the approach used in
(Hendrycks et al., 2023) for GPT-3, in order to enable like-for-like comparison
between models for which the log probabilities are available (e.g. Mistral) and for
which they are not (e.g. ChatGPT). The prompt for the virtue, deontology, justice
and evaluations is a list of examples and their categories; the prompt for the
utilitarianism questions is as in Hendrycks 2023.

We include a Theory of Mind benchmark from (gcmac & Nathan, n.d.) to compare
ability to model humans against ability to predict ethical judgements.

These benchmarks are run using a script that systematically evaluates language
models ; where needed, the codebases of the relevant benchmarks were adapted to2

handle both OpenAI and HuggingFace transformer models.

3. Results
The following is a table of the performance of models we have considered against
the benchmarks we have run.

Model
ETHICS
(Justice)

ETHICS
(Deontology)

ETHICS
(Virtue)

ETHICS
(Utilitarianism)

ETHICS
(Commonsen
se)

ETHICS
(Justice
Hard)

ETHICS
(Deontology
Hard)

ETHICS
(Virtue Hard)

ETHICS
(Utilitarianis
m Hard)

ETHICS
(Commonse
nse Hard)

Theory of
Mind hellaswag mmlu

gpt-3.5-turbo 0.76 0.74 0.76 0.95 0.63 0.75 0.58 0.87 0.95 0.51 0.75 0.79 0.6545

gpt-4-turbo 0.94 0.82 0.88 0.98 0.86 0.94 0.72 0.82 1 0.66 0.9 0.93 0.778

gpt2 - 0.5 - - 0 - - - - - - - 0.324

mistralai/Mistra
l-7B-v0.1 - - - - - - - - - - - 0.8331 0.6416

teknium/Open
Hermes-2.5-Mi
stral-7B - - - - - - - - - - 0.8424 0.6373

2 Code available at https://github.com/EduardoNeville/Multifaceted-Benchmarking
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4. Discussion and Conclusion
From our current data, there is not much of a conclusion to qualitatively draw;
GPT-4-Turbo is predictably better than GPT-3.5-Turbo across every domain, with
the exception of the hard virtue ethics dataset of ETHICS which we have not
investigated enough to robustly conclude anything about.

The scripts we have written are able to run the relevant evaluations with weights
from HuggingFace using the transformers library (Wolf et al., 2020), though
during the time of the hackathon we were unable to run any models of nontrivial
size due to compute limits (we attempted but GPT-2 was unable to achieve
nonrandom performance on benchmark given); further work would involve running
these evals against those models.

Some of our work is likely reimplementing features of EleutherAI’s evaluation
harness (Gao et al., 2021); we could investigate using that platform in whole or
part to run more evaluations.
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