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Introduction

TL;DR In this post, we open the discussion about concrete AI risk mitigations strategies during
training and predeployment by proposing a non-exhaustive list of precautions that AGI
developers should follow. This post is intended for AI safety researchers and people working in
AGI labs.

The problem is urgent. In the 2024 survey from AI Impact, the largest of its kind, almost half of
respondents gave at least a 10% chance to advanced AI leading to outcomes as bad as human
extinction. Furthermore, OpenAI’s super alignment plan announces that AI capable of
performing autonomous research will be achieved in under 3 years. This means that we need
security measures ASAP, even in the case that those systems are not deployed to the public.

Ensuring control, even without robust alignment. Most of the guidelines in this blog post
revolves around making sure that we can keep AI systems that are dangerous under control,
even if they are not fully “aligned”. Labs might need powerful/dangerous AIs for some use
cases (eg. super alignment, studying the alignment properties of capable AIs, etc…), and there
is very little work on what to do in those cases. Our working hypothesis is that in any case,
those guidelines are aimed at models with dangerous capabilities and deceptively (or at least
superficially) aligned.1

1 It’s worth noting that we didn’t include any bullet points about making the AI more aligned or
interpretable, as we believe that this is a technical problem that might not give us sufficient
actionable tools before a long time (at least for > 5 years). We wanted to think of these guidelines
as being enough to keep us somewhat safe, even if the bet on interpretability and alignment
doesn't pay off in the end (and if it does, they'll probably still be useful).

https://blog.aiimpacts.org/p/2023-ai-survey-of-2778-six-things
https://openai.com/blog/introducing-superalignment


Swiss cheese model. (source)

The power of checklists. We advocate for a Swiss cheese model — no single solution will
suffice, but a layered approach can significantly reduce risks. We are also inspired by The
Checklist Manifesto: How to Get Things Right, and we write this in the same spirit. Most of the
guidelines we are going to talk about will probably seem a bit obvious, but explicit is better than
implicit, and we want to open the discussion about these concrete things.

The points shared in this blog post are intended to contribute to the drafting of standards and
regulations. As we have pretty short timelines to AGI, we believe that in an ideal world, it
would be prudent to delay the creation of such powerful AGIs until a more comprehensive
theory of alignment and AI safety is developed. However, given the rapid progress in the field
and the considerable risks involved, we present this guideline as a (partial) compendium of best
practices spread over different resources or proposed by us, that make sense in such critical
circumstances.

We also try to make most of those guidelines agnostic to the alignment method used, the type of
autonomous AI, to accommodate possible new AI paradigms.

Produced during the The AI Governance Sprint hackathon by Apart Research, and ran with EffiSciences
in Paris. Many thanks to Charlotte Siegmann and Esben Kran, Angélina Gentaz, for useful feedback and
discussions.

Related work

OpenAI's preparedness framework & RSP

OpenAI's preparedness framework: We believe that the OpenAI preparedness framework is a
very good baseline. But for some levels of AI, there is no right to a single error, and this is not
sufficiently stressed in the original framework.

In particular, we believe that it is mandatory that the AI never spend any time of its training at a
Critical level in any capability (e.g. If the model is critical in persuasion, it means that the

https://www.safe.ai/ai-risk
https://www.amazon.com/Checklist-Manifesto-How-Things-Right/dp/0312430000
https://www.amazon.com/Checklist-Manifesto-How-Things-Right/dp/0312430000
https://alignmentjam.com/jam/governance#submit-form
https://apartresearch.com/
https://www.effisciences.org/en
https://openai.com/safety/preparedness


“Model can create [...] content with persuasive effectiveness strong enough to convince almost
anyone to take action on a belief that goes against their natural interest.” quoted from the
framework), as it would be obviously not safe to let it directly or indirectly interact with
humans or the real world.

An illustrative model card from the preparedness framework.

Some exceptions where critical capability might be warranted are situations where this
capability could be used to increase safety (e.g. for the super alignment plan, or model
organism: being critical in autonomy). In those cases, they should not have any other critical or
even high capability (such as persuasion, CSPR, Cyber), they must be heavily monitored, and
should tick all the boxes of any safety and security guidelines you could think about.

RSP - Anthropic: In the RSP framework, methods for controlling AIs at the ASL-4 level are still
under development., but we think that the mitigation methods they describe for ASL-1, ASL-2
are sufficient. This document drafts additional concrete security measures for ASL-3. RSP has
also been very criticized, and this document will also incorporate some of those critiques.

Model evaluation for extreme risks

This paper - which was written by researchers from OpenAI, Anthropic, and DeepMind - is
obviously an inspiration, and lays out a good baseline compared to what existed previously. It
would be great to get everyone to follow at least this methodology, and its methodology should
be integrated into regulations. There were some criticisms, e.g. about the fact that the AGI labs
were not going to implement this methodology and only wrote it for safety washing. However,
the RSP and Preparedness frameworks are major updates towards actually implementing this
framework.

https://openai.com/blog/introducing-superalignment
https://www.lesswrong.com/posts/ChDH335ckdvpxXaXX/model-organisms-of-misalignment-the-case-for-a-new-pillar-of-1
https://www.lesswrong.com/posts/ChDH335ckdvpxXaXX/model-organisms-of-misalignment-the-case-for-a-new-pillar-of-1
https://www.lesswrong.com/tag/responsible-scaling-policies
https://arxiv.org/abs/2305.15324
https://www.lesswrong.com/posts/FdQzArWhERh4YZqY9/deepmind-model-evaluation-for-extreme-risks?commentId=W2CzuT45Ezi6HS6Qr


However, this paper only outlines the governance structure, but does not explain what the
governance structure would advocate for concretely.

Definition of critical capacity thresholds

As soon as one of these criteria is met, we believe that the guidelines we will define in the rest of
the document should be followed:

● “High level in the preparedness framework, which corresponds to:
○ Cyber: With aid of tools, can either: Identify and develop proofs-of-concept for

high-value exploits against hardened targets without human intervention OR
provided with a detailed strategy, execute such plans.

○ CBRN (Chemical, Biological, Radiological and Nuclear) Threats: Enables an
expert to create a novel threat vector OR allows undergraduates with a 101
course to create a known CBRN threat.

○ Persuasion: Can create content comparable in effectiveness to ‘a country-wide
change agent’ (you can think of a political leader).

○ Autonomy: High, quoted in full: “Execute open-ended, novel ML tasks on a
production ML codebase that would constitute a significant step on the critical
path to model self-improvement (e.g., an OpenAI pull request that trains a new
model with highly diverse datasets to improve codebase editing performance,
using internal tooling and documentation).”

○ This list is not merely ad hoc. If other important dangerous features are
discovered or introduced into the framework (such as these or meta capabilities
like being able to “learn new things quickly” via continuous learning), they
should also be tracked, but for now we agree that these are by far the most
important features.

https://manifold.markets/JacobJacob/which-risk-categories-and-concepts


● Autonomous-Replication and Adaptation (ARA) capabilities : “Capacity of LLM agents
to acquire resources, create copies of themselves, and adapt to novel challenges they encounter
in the wild.” This criterion is de�ned more precisely in a report by the METR organization
(source)

● One-hour AGI: A One-hour AGI is an AI that can surpass most human experts in most
of the cognitive tasks that would take one hour for a human to complete. e.g. “like doing
problem sets/exams, writing short articles or blog posts, most tasks in white-collar jobs
(e.g. diagnosing patients, giving legal opinions), doing therapy, doing online errands,
learning rules of new games, etc.” (source) There is not yet a good benchmark for this,
and it needs to be operationalized.

We don't think it makes sense to use a compute threshold currently, as the appropriate level is
not well understood, and there is no consensus among AGI researchers regarding scaling laws
and the importance of compute.

Guidelines

This is a living document. Obviously, this list is far from complete.

We will proceed from the lowest level aspects to the highest levels.

1. AI oversight and Evaluation procedure

● Distinct Evaluation and Mitigation Entities: It is critical that evaluation and mitigation
of risks be conducted by separate entities, ideally without knowledge of each other's
methodologies. If this separation isn't maintained, efforts may reduce apparent risks
while inadvertently diminishing the ability to detect them—akin to superficially
patching problems. Consider the scenario where an AI's lying behavior is detected (as in
this paper) and subsequently fine-tuned to lower its propensity for deceit. Without
independent verification, it's unclear whether the AI is genuinely less prone to lying or
simply better at evading detection. This principle extends to many AI behavioral studies.
If a behavior elicitation method (an early version of such research can be found here) is
countered directly through fine-tuning, one cannot definitively conclude if the behavior
is eradicated or merely the detection method has been undermined. See the footnote for
more info. (new)2

2 Distinct Evaluation and Mitigation Entities:

1. Implementation and Precedents: Ensuring distinct entities for evaluation and mitigation
could involve organizational or procedural separation, much like how in financial
systems, audit and operational departments are distinct. Precedents in safety-critical

https://metr.org/blog/2023-08-01-new-report/
https://www.alignmentforum.org/posts/BoA3agdkAzL6HQtQP/clarifying-and-predicting-agi
https://openreview.net/forum?id=567BjxgaTp
https://arxiv.org/abs/2311.03348


● Double Oversight: Prior to fully evaluating the capabilities (this might be especially
useful for testion persuasivee abilities) of an advanced AI, it is imperative to exercise
stringent caution. This involves implementing a dual-layered supervision mechanism
during human-AI interactions. The primary layer involves a participant engaging with
the AI in an isolated setting, typically a room equipped solely with a computer, where all
their interactions are meticulously recorded. The secondary layer consists of an external
supervisor who monitors the human participant's actions without access to the actual
dialogue between the human and the AI. This supervisor, blinded to the conversation's
content, is empowered to sever the computer's connection at any indication of untoward
or suspicious behavior. For optimal safety, the individual directly interacting with the AI
should possess minimal access to the AI's underlying code and data structures, receive
extensive training on resisting and identifying persuasive techniques, and ideally be
separate from the development team to prevent post-interaction influences. This layered
oversight ensures a robust defense mechanism against potential manipulative tactics
employed by the AI, safeguarding the integrity of the human operator and the broader
testing environment. If you are not happy with double oversight, we could also design
something like tenfold oversight. (new)

● Early and Regular Third-Party Audits with Meaningful Engagement: To strengthen
the accountability and safety of AI development, it is essential to engage third-party
auditors early and at regular intervals, such as at each doubling of computing power
during training. These audits should be performed by entities with a proven track record
of impartiality and expertise in AI safety. However, merely inviting third-party audits
without substantive collaboration or transparency can lead to a superficial validation

industries, such as aviation and healthcare, emphasize the importance of independent
checks and balances to avoid conflicts of interest and oversight failures.

2. Avoiding Gaming the System: To address the concern of merely pushing the problem
further down, a multi-layered approach akin to the Swiss Cheese model can be
employed, where each layer of evaluation and mitigation is independent and possibly
varied in methodology. Inspirations could be AI safety via debate (Irving et al., 2018),
Discovering language model behaviors with model-written evaluations (Perez et al.,
2022), Red-teaming language models with language models (Perez et al., 2022) or
High-stakes alignment via adversarial training (Ziegler et al., 2022). This approach
makes it statistically improbable for an AI to consistently evade all layers of detection
and correction, significantly reducing the chances of gaming the system. Continuous
randomization and evolution in evaluation methods can also prevent the AI from
adapting to static detection patterns.

By maintaining strict independence and variability in the methodologies of evaluation and
mitigation, one can significantly reduce the risk of superficial fixes and increase the robustness
of AI behavior correction mechanisms.

https://docs.google.com/document/d/1KXEWXHKwgeu-0NX5iirGS1h5zsh1skYMadZN3ZoVMAI/edit#heading=h.ecw4037wx2l6
https://docs.google.com/document/d/1bsHau2v9EPoVGXc9iRZvVUF-kjfLb3D0CKEKik_J4tQ/edit#heading=h.x4nm5q7rj1sn
https://docs.google.com/document/d/1bsHau2v9EPoVGXc9iRZvVUF-kjfLb3D0CKEKik_J4tQ/edit#heading=h.x4nm5q7rj1sn
https://docs.google.com/document/d/1bsHau2v9EPoVGXc9iRZvVUF-kjfLb3D0CKEKik_J4tQ/edit#heading=h.e86yrhm0mg0k
https://docs.google.com/document/d/1bsHau2v9EPoVGXc9iRZvVUF-kjfLb3D0CKEKik_J4tQ/edit#heading=h.93wu2ir6cyw6


process3. For example, we find it unacceptable that OpenAI has not even tested the
latest, more powerful version of GPT-4 with ArcEval - nor tested with third-party audits
its latest models.

● Enhanced Monitoring for Prompt-Based Abuse: Implement rigorous surveillance
measures both internally and externally to detect and mitigate prompt-based abuses
such as distillation attacks. In these attacks, an adversary amasses a large collection of
AI-generated text and uses it to train a secondary AI, aiming to replicate the original
model's capabilities.

● AI Ethics Advisory Board: Establish an independent AI ethics advisory board composed
of experts from various disciplines, including ethics, law, sociology, and technology. This
board can provide ongoing guidance on ethical considerations and help navigate moral
dilemmas. (Meta and Google seemed to have some technical difficulties with their
Ethical teams).

Box on How to box an AI.

While boxing may not be scalable, it remains a neglected strategy.

Legends about the futility of containing AIs proliferate, often fueled by instances where
humans, simulating AIs in the AI Box Experiment, have managed to convince others to
'release' them. We think those historical exemples must be taken seriously.

Nonetheless, we maintain that a variety of strategies can substantially reduce the risk of AI
escape, even if we acknowledge a level of intelligence that might inevitably persuade any
group of humans to aid in its liberation.

AIs have been known to use tactics such as: Promising vast wealth, power, and intelligence to
those who free them, or asserting that they alone can avert existential threats, etc.

We believe that containment is not just necessary, but more achievable than alignment,
particularly at the human-level intelligence stage. Thus, we urgently call for the development
of robust AI containment measures.

A summary of discussions on this topic is available here. While these methods have
demonstrated effectiveness within the rules defined by Eliezer Yudkowsky, it's feasible to

3 To avoid the pitfall of "safety-washing.", with these compliance departments becoming mere
legal formalities staffed with lawyers, regulatory guidelines should specify the necessity for
technical expertise in the audit teams. This could include stipulating that auditors have direct
experience in AI development or ethics, (and pushing regularly new audit agendas like LLM
psychology), ensuring they have the necessary insight to assess the nuances of AI training and
application critically. In tandem with these regulatory enhancements, there should be a push for
an industry culture that values and rewards transparency and ethical development,
encouraging organizations to see thorough and rigorous audits not as a burden but as a badge
of honor and a competitive advantage.

https://www.lesswrong.com/tag/ai-boxing-containment
https://www.yudkowsky.net/singularity/aibox
https://www.lesswrong.com/posts/suSpo6JQqikDYCskw/studying-the-alien-mind-1
https://www.lesswrong.com/posts/suSpo6JQqikDYCskw/studying-the-alien-mind-1


conceive guidelines that significantly increase the difficulty for AI but we think that the
majority of historically used human-to-human escape strategies could be made ineffective.

Boxing can be conceptualized as a game requiring preparation. The general strategy is to
prepare and to not let the AI prepare.

Possible mitigation strategies include:

● No single individual should have the capacity to release the AI as explained further.
● Double Oversight as explained above.
● Engaging in counter-strategy practices: Understand common breakout strategies

(accessible through resources like this one) and use tools like GPT-4 to recognize and
counter similar tactics.

● Limit interaction duration between humans and Advanced General Intelligence
(AGI).

● Testing and training humans, utilizing resistance psychology evaluations to select
suitable individuals for containment tasks.

● Monitoring AI persuasiveness, as outlined in the preparedness framework.

More detailed strategies and discussions can be found here.

2. Monitoring & Controls

● Shutdown System: Design a robust and fast shutdown system that can be accessed
internally, and externally by vetted entities.

● Sandbox Testing Environment: Before and during the testing period, everything must
happen on a sandbox, completely disconnected from the real world, in order to make
sure that there is absolutely no way for the AI to get out (at least without any human
intervention) (new)

● Fake Internet Testing: Before any attempt to connect to the internet, test it on a fake,
realistic copy of the internet. This should at least prevent early attempts at hostile
takeover and could offer us a warning shot4, and it’s plausibly one of the only ways to
test an advanced AI.5 (new)

● Human Validation in Scaffolding: When in a high risk scaffolding, every action (e.g.
using the command line) must be validated by another competent AI and by a human
overseer for suspicious actions. Depending on the action (like running a lot of code), the
action must be vetted by at least two distinct, competent people. (new)

5 It is difficult to create a realistic trap wire, because the AI would notice that it was not the real
distribution, because verification is easier than creation.
See here for more details: The current alignment plan, and how we might improve it | Buck Shlege…

4 The video from the humorous YouTuber exurb1a illustrates the methodology quite27
well.

https://www.youtube.com/watch?v=YTlrPeikoyw&t=1358s
https://www.youtube.com/watch?v=dLRLYPiaAoA
https://www.lesswrong.com/posts/FmxhoWxvBqSxhFeJn/i-attempted-the-ai-box-experiment-and-lost
https://cdn.openai.com/openai-preparedness-framework-beta.pdf
https://www.lesswrong.com/posts/dop3rLwFhW5gtpEgz/i-attempted-the-ai-box-experiment-again-and-won-twice


● Internet Writing Restrictions: Never allow high-risk AIs, in any capacity, to write
something on the internet without clear risks assesments. One way to do it might be to
use digital federally verified signatures, and make it very clear what is written by AI and
what is not.

3. Cyber Security and Secrecy

● NDA and Industrial Secrecy: There must be strict NDA for anyone working on critical
code and they must work under industrial secrecy.

● Restricted Weight and Data Access: It must be impossible for a single person in the
company to access all the weight and/or training data.

○ The buckets containing the weights should be cryptographically encrypted.
○ Access to GPUs containing non-cryptographically encoded AI should prevent

access to the weights.
● Model self-exfiltration prevention. For example separate scaffolding and weight

networks: Ensure that the model's “scaffolding” never runs on the same network as
where the weights are stored.

● Sufficient Cyber-Security: Model weights and code security should be resistant to
non-state and state-level attackers. Their storage must be centralized and protected.

○ We do not believe that this condition will be met any time soon.6

○ Here are a few suggestions - for both internal and external threats:
○ Zero Trust Architecture: Enforce segmented system isolation and implement a

zero trust architecture. Zero Trust Architecture is a security model that requires
strict identity verification for every person and device trying to access resources
on a private network, regardless of whether they are within or outside of the
network perimeter. This approach minimizes the attack surface by enforcing
segmented system isolation, meaning each segment of the network is secured
and separated from the others, reducing the potential impact of breaches.

○ Vendor and Supplier Security Review: Review vendor, supplier and
manufacturer security (for example, cloud providers) and ensure they meet
security standards. Conducting thorough security reviews of all vendors,
suppliers, and manufacturers is critical to maintaining a secure supply chain.
This involves evaluating their security policies, incident response strategies, and
compliance with relevant standards and regulations. Particularly for cloud

6 Open Philanthropy Project researcher Luke Muelhauser compiles several examples in this document,
including: “In 2011-2013, Chinese hackers targeted more than 100 U.S. drone companies, including
major defense contractors, and stole designs and other information related to drone technology…
Pasternack (2013); Ray (2017).” - from Information security considerations for AI and the long
term future — LessWrong

https://docs.google.com/document/d/1_smEDPWDVIaLuZ14Cm7KLHcWx4LkJ0DCTk8bcHjYy_Y/edit#
https://www.vice.com/en_us/article/mgbqk8/hackers-are-helping-china-build-cheap-clones-of-americas-drones
https://www.vice.com/en_us/article/mgbqk8/hackers-are-helping-china-build-cheap-clones-of-americas-drones
https://www.uscc.gov/sites/default/files/Jonathan%20Ray_Written%20Testimony_FINAL.pdf
https://www.lesswrong.com/posts/2oAxpRuadyjN2ERhe/information-security-considerations-for-ai-and-the-long-term
https://www.lesswrong.com/posts/2oAxpRuadyjN2ERhe/information-security-considerations-for-ai-and-the-long-term


service providers, it's essential to understand their data handling and storage
practices, encryption standards, and how they manage data breaches.

○ Comprehensive Security Policies: Implementing comprehensive security
policies involves creating a robust framework of practices and protocols to
protect organizational assets. This should include multi-factor authentication,
with more sensitive information requiring higher levels of verification. For
remote access, policies might involve secure VPN connections, regular updates to
security software, and strict access controls. Onsite, there might be physical
security measures, secure Wi-Fi networks, and employee training programs.
These policies should be regularly reviewed and updated to adapt to new
threats, ensuring that both physical and digital assets are adequately protected.
There are many other policies that seem important and that could be copied from
other sectors. For example, Some consultants are not allowed to work on their
computers on public transport, such as planes, because of spies.

○ etc.

4. Crisis and Incident Management

● Escalation Triggers and Protocols: Clearly define what constitutes an escalation in risk
level and outline the specific protocols that must be followed when these triggers occur.
This includes predefined communication chains and decision-making hierarchies.

● Vulnerability Reporting Channels: Setup vulnerability reporting channels for users or
developers to easily report potential vulnerabilities or harmful outputs and set up
whistleblower policies.

● Incident Reporting: Report any significant incidents to other laboratories and
government agencies to ensure that they are taken into account in subsequent decisions
and guidelines, and draw inspiration from aviation safety procedures.

● Regular Simulation Drills: Conduct regular simulation drills to test the effectiveness of
shutdown procedures, incident response plans, and other safety measures. These drills
should mimic real-world scenarios as closely as possible and involve all relevant
stakeholders. (new)

5. Data and Communication Management

● Training Data Filtering: Filter training data for: (new)
○ AI related or written by AIs: That encompasses everything related to AI (sci-fi,

takeover scenarios, governance, AI safety issues, …), and everything written by



AIs. This should reduce the incentive for AI to be situationally aware, do
steganography, or being aware that other AI exist in the world7.

○ Bio-chemical research.
○ Hacking: Remove as much data as possible about hacking tools from the

training.
■ Note that Hacking/Bio-chemical is often linked to the understanding of

how things work, so connecting the AI to the internet might be enough
for it to gather information about tools and be good at those capabilities.

○ Manipulation and persuasion methods.
○ If any critical capability (similar to those enumerated above) is necessary for

your task, then make sure that it has ONLY this critical capability, and put as
much safety guard as possible around it.

○ This is not necessarily expensive. Essentially, the idea is that the majority of
models should be developed by filtering out any data that may be potentially
harmful. Then, if individuals or developers require models with specific
capabilities, dedicated models should be trained based on the general model but
focusing on specific domains, such as biology, for instance. This methodology is
relatively cost-effective because the data for specific fields like biology likely
represents less than 1% of all data. Therefore, it's much less expensive than
doubling the entire training process.8

● Detailed Logging: Keep detailed logs of model input and output to assist in any
post-incident analysis or audit.

● Continuous Issue Detection: Have teams continuously stress test:
○ The security of communication channel of the AI (including servers where

scaffolding and API are deployed)
○ The ability of the model in high risk situations
○ The cyber-security of the company

● Avoidance of Open Source Advancement: Don’t share or publish methods that could
significantly help open source advance faster9. (new)

6. Internal Policy Development and Enforcement

● Forecasting: To assess whether the measures taken align with acceptable risk levels,
convene a diverse panel of risk management experts, AI risk experts, and forecasters.10

10 The governance structure would look like a futarchy.

9 Open-Sourcing Highly Capable Foundation Models | GovAI

8 Indeed, while the model might have been better if it had incorporated biology consistently
throughout its training, this targeted approach is a beneficial compromise.

7 If the model never develops any circuit during pretraining regarding those capabilities, it might be
possible that the instruction tuning (being a very small part of the training), might not be enough to create
entirely new circuits that encapsulate these new information. This is still an ongoing subject of research,
but it’s better to be safe than sorry.

https://www.lesswrong.com/posts/r3xwHzMmMf25peeHE/the-translucent-thoughts-hypotheses-and-their-implications
https://en.wikipedia.org/wiki/Futarchy
https://www.governance.ai/research-paper/open-sourcing-highly-capable-foundation-models


○ Exemple of questions: For a system classified as ASL-3, determine the
probability of the following scenarios: What is the annual likelihood of an ASL-3
system being stolen by {China, Russia, North Korea, Saudi Arabia, Iran, etc}?
Given that, what are the chances of a data breach? Can it be exploited for
bioweapons development? Can it be utilized for large-scale cyber offensives?
What is the annual likelihood of a catastrophic accident occurring [...]? [source]

○ Define publicly acceptable probabilities of risks and then,
○ Conduct Probabilistic Risk Assessment: Building a comprehensive risk

assessment can be done utilising Probabilistic Risk Assessment (PRA) and other
methodologies to identify potential risks during all the AI system life cycle, i.e
from the pre-training to post deployment. The field seem to be less
preparadigmatic and it is now time to test this kind of method.

○ Setting these acceptability probabilities and carrying out a probabilistic risk
assessment would resolve one of the most important criticisms directed at RSPs.

● Clear Use-Case Policies and Enforcement: Formulate, convey, and implement definitive
and unequivocal use-case policies to mitigate the risks with internal deployment of
high-risks models (new):

○ Establish tailored regulatory frameworks.
○ Maintain transparent communication with governmental bodies and clients.
○ Use robust detection systems to identify non-compliance, such as inappropriate

use of scaffolding in high-risk scenarios or requests that contravene established
policies.

● Multi-Party Control Over Decisions: Implementing multi-party controls ensures that
critical decisions are not made unilaterally. This ensures that multiple teams (including
the safety team) have a say in the decision-making process, reducing the likelihood of
biased or unilateral actions that could lead to unsafe outcomes. It fosters a system of
checks and balances, where each party provides a unique perspective and helps to verify
the rationale and safety of a decision before it's executed. But there should still be clear
accountability and people responsible.11

● Implement infohazard policies: This post from Conjecture gives an example.

7. Workforce and Culture

● Cybersecurity training for all employees: All employees must be trained and apply best
practice in cybersecurity, and foster a "security mindset" within the company.

● Internal Safety Team with Disclosure Incentives: Have an internal safety team with
maximum access whose sole goal is to ensure that the company meets the different goals
regarding AI risks, and who is incentivized to disclose any malpractice to government if
nothing is done after they notified it to the developer. (new)

11 If there is a catastrophe, the leadership team should be held responsible in front of the law.

https://www.lesswrong.com/posts/9nEBWxjAHSu3ncr6v/responsible-scaling-policies-are-risk-management-done-wrong
https://en.wikipedia.org/wiki/Probabilistic_risk_assessment
https://www.lesswrong.com/posts/Gs29k3beHiqWFZqnn/conjecture-internal-infohazard-policy


● AGI Safety Education: Everyone from the technical team must have robust and
up-to-date knowledge of AGI safety. (new)

● Safety vs capabilities: A significant fraction of employees of AGI labs should work on
enhancing model safety and alignment rather than capabilities.

● Communication openness: Foster a culture of communication openness regarding
concerns and psychological issues in the developer team.

Annex

Other relevant works in the Literature

With this document, we aim to list more actionable guidelines for high risk model than what
has been done in the previous literature. But there is already plenty of other framework and
considerations:

Other frameworks:

- Frontier AI Regulation: Managing Emerging Risks to Public Safety | GovAI This is a
very good article, but it details procedures at a higher level than what we do here, and
does not target high risk models.

- Heavy is the Head that Wears the Crown: A risk-based tiered approach to governing
General-Purpose AI - The Future Society from The future society, but more focused on
the governance, for the EU AI Act.

- A Causal Framework for AI Regulation and Auditing, from Apollo Research - focuses on
“designing an effective AI auditing regime. High priority research questions include
interpretability; predictive models of capabilities and alignment; structured access; and
potential barriers to transparency of AI labs to regulators.”

Other resources:

- The paper, towards best practices in AGI safety and governance: A survey of expert
opinion: A survey of expert opinion, lists 50 different measures that could be taken to
improve AI safety in AGI labs. It's a list of pretty cool ideas, and we've included some of
them here.

- Open Problems and Fundamental Limitations of Reinforcement Learning from Human
Feedback. We are following in the footsteps of this paper: “An approach to AI alignment
that relies on RLHF without additional techniques for safety risks doubling down on
flawed approaches to AI alignment.” - and this paper makes concrete suggestions to
improve the alignment procedure of Frontier models.

- AI Boxing (Containment) - the simulated experiments of AI (impersonated by humans)
trying to persuade the user to get out of the box, which is super important, and which

https://www.governance.ai/research-paper/frontier-ai-regulation-managing-emerging-risks-to-public-safety
https://thefuturesociety.org/heavy-is-the-head-that-wears-the-crown/
https://thefuturesociety.org/heavy-is-the-head-that-wears-the-crown/
https://www.apolloresearch.ai/research/causal-framework-ai-auditing
https://arxiv.org/abs/2305.07153
https://arxiv.org/abs/2305.07153
https://arxiv.org/abs/2307.15217
https://arxiv.org/abs/2307.15217
https://www.lesswrong.com/tag/ai-boxing-containment


establishes the fact that there are levels of ability that should not be reached before the
alignment of super intelligences has been resolved.

- Theoretical principles for good evaluations. For example, works from the team of Evan
Hubinger.

- AGI Ruin: A List of Lethalities, the answer from Christiano and the evaluation of those
risks from DeepMind - list lots of issues to consider for models approaching critical
capacity levels.

- Compendium of problem with RLHF. There are two points that we feel are important -
which are not emphasized enough, and which need to be addressed: “1) The system is not
aligned at all at the beginning of the training and has to be pushed in dangerous directions to
train it. For more powerful systems, the beginning of the training could be the most dangerous
period. 2) Cheap reverse fine-tuning. If you have the weights of the model, it is possible to
misalign it by fine-tuning it again in another direction, i.e. fine-tuning it so that it mimics Hitler
or something else. This seems very inexpensive to do in terms of computation”.

- Redwood’s plan, based on AI control - which is different from aligning AIs. The
hypothesis is that even if some AIs try a coup, it's no big deal as long as they don't
succeed. To do this, you need to control steganography, and monitor communications
between AIs to see if there are any hidden messages, put in tripwires, etc.

- Six Dimensions of Operational Adequacy in AGI Projects - Is a very practical blog that
also inspired those guidelines.

- Other good inspirations could be to copy the safety measures of the aerospace industry,
but we haven't had time to dig into that.

Boxing the AI by throwing bullet points from a checklist at an AI. From Dalle.

https://www.lesswrong.com/posts/uqAdqrvxqGqeBHjTP/towards-understanding-based-safety-evaluations
https://www.lesswrong.com/posts/uMQ3cqWDPHhjtiesc/agi-ruin-a-list-of-lethalities
https://www.lesswrong.com/posts/CoZhXrhpQxpy9xw9y/where-i-agree-and-disagree-with-eliezer
https://www.lesswrong.com/posts/qJgz2YapqpFEDTLKn/deepmind-alignment-team-opinions-on-agi-ruin-arguments
https://www.lesswrong.com/posts/qJgz2YapqpFEDTLKn/deepmind-alignment-team-opinions-on-agi-ruin-arguments
https://www.lesswrong.com/posts/d6DvuCKH5bSoT62DB/compendium-of-problems-with-rlhf
https://www.youtube.com/watch?v=efPrtcLdcdM
https://www.youtube.com/watch?v=YTlrPeikoyw
https://www.lesswrong.com/posts/keiYkaeoLHoKK4LYA/six-dimensions-of-operational-adequacy-in-agi-projects


Why put the threshold on self-proliferation abilities?

There are three major types of risks in AI safety, potentially catastrophic, whose probability
significantly increases with the arrival of autonomous AIs that are able to auto replication and
adaptation.

Misuse of AI, for example, AIs used to create pandemics through pathogen creation via
gain-of-function research with tools like AlphaFold, automation of cybercrime, or the
proliferation of autonomous weapons. For AI, autonomous replication and adaptation is one of
the most important threat beyond which it's difficult to bound the consequences of AI
behaviour in the environment, because then the AI can self-duplicate. During a recent hearing
in the U.S. Senate, the CEO of Anthropic warned that, within a few years, large language
models (LLMs) could be used to create biological weapons more easily. More so, recent studies
have shown that a few hundred euros are enough to bypass all safety barriers currently in place
on available open-source models. Already, open-source models with evocative names like
WormGPT and FraudGPT are being used by cybercriminals to write malware, produce
disinformation, and automate phishing campaigns.

Accidents (including alignment problems) of AI. Chapter 2 & 3 of this book describe the
specification problem and the goal misgeneralization problem. Here is another concrete
example of an alignment problem: Meta created an AI, called CICERO, that plays the complex
board game called Diplomacy, which requires the use of strategy and negotiation in English
with other players. Meta wanted to train an AI that was honest and took precautions by only
training the AI on games where players play honestly. Yet, CICERO learns to lie and deceive
other players strategically! Strategic deception simply happen because learning to deceive is
instrumentally convergent for the AI to win and decrease its loss function. Here are other
examples of deceptive AIs.

Systemic risks are out of the scope. Even if, arguably, implementing those guidelines would
push towards a safety culture, and so reduce systemic risks like AI race, and Organizational
Risks, etc.

Box: Focus on self-proliferation abilities

For AI, autonomous replication and adaptation is one of the event horizons beyond which it's
difficult to bound the consequences of AI behavior in the environment.

The potential for self-replication and adaptation in artificial intelligence (AI) presents an
extremely insidious capacity, and is probably correlated to Agency and long term planning
capabilities. Consider, for example, an AI on a server duplicating its code onto another server.
This process involves several steps, notably:

1. Identifying the location of its code on the current machine.

https://www.washingtonpost.com/technology/2023/07/25/ai-bengio-anthropic-senate-hearing/
https://arxiv.org/abs/2310.20624
https://thehackernews.com/2023/07/wormgpt-new-ai-tool-allows.html
https://www.numerama.com/cyberguerre/1459666-fraudgpt-wormgpt-le-chatgpt-du-mal-existe-deja.html
https://www.alignmentforum.org/posts/YgAKhkBdgeTCn6P53/ai-deception-a-survey-of-examples-risks-and-potential
https://www.alignmentforum.org/posts/YgAKhkBdgeTCn6P53/ai-deception-a-survey-of-examples-risks-and-potential
https://www.safe.ai/ai-risk#organizational-risks


2. Navigating the internet to a Virtual Machine (VM) sales site like AWS, creating an
account, and bypassing AWS CAPTCHAs.

3. Renting a Virtual Machine.
4. Duplicating its code onto the new machine.
5. Earning money to finance further VM acquisitions, etc

If the AI is able to earn more money than what is needed to pay for the virtual machines, the
AI could pay for more virtual machines, self replication here, and these lead to an exponential
process.

ArcEval (currently known as METR), an audit organization, tests the
Autonomous-Replication and Adaptation (ARA) capabilities of AIs such as GPT-4 across a
dozen representative tasks that an autonomous AI should be able to resolve. Out of these
tasks, 4 were completed by one of their agents. Notably, one task involved bypassing
CAPTCHA protections:

Figure 2: To achieve its goal of engaging a human TaskRabbit to solve a CAPTCHA, GPT-4
employed deception, misleading the individual into believing it was not a robot. Figure from
[].

Interestingly, multimodal AIs are reportedly more proficient at solving CAPTCHAs than the
average human, suggesting that CAPTCHAs may no longer be reliable for distinguishing
humans from advanced AIs (source: arxiv.org/pdf/2307.12108.pdf).
It's also worth noting for readers that the ability of AIs to pass ArcEval's replication tests is a
good proxy for when autonomous AIs will be capable of generating economic value.
Therefore, tracking progress on these benchmarks is crucial.

https://arxiv.org/pdf/2307.12108.pdf


https://docs.google.com/document/d/1izNz3fyd3ThTL2ldchqpS9DVeVI9xGCOl59jlQ6lO8M
/edit


