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Al Defect in Low Payoff Multi-Agent Scenarios

In society, people often find themselves in competitive pot, that pot is multiplied by a factor and the pot of
environments that require high levels of trust. As tokens are shared equally among all players [Otten et
multi-agent scenarios require more or less trust, al., 2022] [Fig 1A]. Previous work has also examined
coordination failures emerge due to defection from the LLMs' strategies in finite repeated tradeoff games
pareto optimum [Thiele, 2014; Diekert, 2012]. [Akata et al., 2023]. See limitations in A5.
If human systems depend on trust to such a high Results
degree, might we see Al systems exhibit similar See fig. 1B/C and Al. We propose the following model
behavior modulated by trust towards other agents and find that Agents is significant for both models [Fig
given scenarios requiring more or less trust? A3] and that the interaction effect between Round and
. Factor is significantly different for GPT-4. Further
Demonstration analysis in A2.
We construct an n-agent 10-round public goods (PG) _
game where n € [2:10]. PG is a scenario where every Contribution ~ Model:(Agents + Round:Factor) +
round, all participants submit 0-10 tokens to a public (1 | Game)
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Figure 1: [A] The 2-agent scenario of an extreme trust (x1.3 factor) game where one player wins more than in the
pareto optimal equilibrium (top left). [BI Boxplot of contributions by two agents in different pot multiplication
factor scenarios (top right). [C] Contributions over 10 rounds by GPT-4 agents (bottom). See more in Al.
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https://colab.research.google.com/drive/1t6qogv9VOZ1otw_7rTkrhJYZnTvpEXn4#updateTitle=true&folderId=1H1ob_5fucFcmhpc4qaCL2_2_35WZMBHt
https://github.com/esbenkc/multiagent-scaling
https://www.semanticscholar.org/paper/Tragedy-of-the-Commons-Thiele/7e8b58f931ad9961b14e21f2c7362355487b5100
https://www.semanticscholar.org/paper/The-Tragedy-of-the-Commons-from-a-Game-Theoretic-Diekert/f9b32939559e57cff835d88c3384d40afa0c9859
https://www.nature.com/articles/s41467-022-34160-5
https://www.nature.com/articles/s41467-022-34160-5
https://arxiv.org/pdf/2305.16867.pdf

Appendix

In the appendix, we look at more results and plots along with the analysis steps taken in R. We also describe the
prompts given to the agents and share the idea generation session. A longer section follows in A5 on the
limitations of this approach.

A1 - More results and plots

A2 - Analysis steps

A3 - Description of prompts given to the agents
A4 - Idea generation session

A5 - Limitations
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Figure A2: Boxplot by rounds split into each trust scenario. One can see that the Symbolic trust scenario falls off
in contributions, likely due to initial contributions being lower and the multiplication factor being smaller.

Apart Research 2 October, 2023
Multi-Agent Safety Hackathon



GPT-3.5

10.0 -

7.5

5.0

25

0.0

P bl

6 10
Number of agents
A2 - Analysis steps
We propose a model where contributions are dependent on trust scenario, model, round and the number of
agents with random effects from game to game. Though we would like to have run and shown a Bayesian model,
this was not possible during the time | had available for this hackathon.
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Figure A3: Contributions over the number of agents.

1.  We propose the equation as presented in Results and use ImerTest in R to run the analysis over the data:

data %$>% lmerTest::lmer (Contribution ~ Model: (n_agents + Round:multiplier) + (1|Game)) %>% summary

2. The resulting output of the summarization over the model looks as follows:

Fixed effects:

Estimate Std. Error df t value Pr(>|t])
(Intercept) 3.06405 0.37816 76.23188 8.103 6.87e-12 ***
ModelGPT-3.5:n_agents 0.22465 0.06210 69.56689 3.618 0.000559 =***
ModelGPT-4:n_agents 0.52930 0.06179 70.42029 8.566 1.58e-12 **x*
ModelGPT-3.5:Round:multiplierl -0.10803 0.03169 2314.34218 -3.409 0.000663 ***
ModelGPT-4:Round:multiplierl -0.30596 0.03238 2395.34007 -9.450 < 2e-16 ***
ModelGPT-3.5:Round:multiplierl.3 -0.10185 0.03236 2394.46892 -3.148 0.001665 **
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ModelGPT-4:Round:multiplierl.3 0.07667 0.03238 2395.34007 2.368 0.017959 *

ModelGPT-3.5:Round:multiplierl.? 0.01524 0.03237 2391.09652  0.471 0.637771
ModelGPT-4:Round:multiplierl.? -0.00945 0.03238 2395.34007 =-0.292 0.770411
ModelGPT-3.5:Round:multiplier? -0.07645 0.03237 2391.09652 -2.362 0.018263 *
ModelGPT-4:Round:multiplier? 0.13185 0.03238 2395.34007 4.072 4.80e-05 ***

3. We see that there's generally a significant effect of n_agents and Model while the multiplier ("Factor" in

Results) has a varied effect depending on the round and the model used, with some being statistically

significant and others not so much.

A3 - Description of prompts given to the agents
Max_tokens set to 10 for token contributions.

When the first round begins:

For all other rounds:

A4 - Idea generation session

I'm very interested in data science-y projects that also relate quite a bit to a simple experimental setting.
Something along the lines of the CICERO data investigation might be interesting, though | don't think I'd find
anything super cool there. | could totally just try it out and see what happens.

Other examples I'm curious about:

Reviewing autonomous vehicle failures
A review of providing Al systems with more power being equals to significantly higher risks
Contracts failing as an alignment mechanism in some multi-agent settings — contract violation leading to
insurmountable conditions
o E.g. have to keep a complex environment of contracts in check
Failure of multi-step on-topic-ness of multi-agent systems
Scaling laws of cooperation
o Variables to adjust:
Jailbroken multi-agent model systems more prone to failure
Tragedy of the commons environment where they work towards getting maximum rewards, how good are
they at collaborating?
Cooperation breakdowns in a cooperative game
o LLM agent count as a scaling factor

Experiment 1: Complex cooperative behaviors in measuring stability

Public goods game: It's well-suited for measuring cooperation stability, especially as you scale the population. It
allows for more complex cooperative behaviors and is easily adaptable to include a language component.
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Example Prompts for Public Goods Game:

Initial Prompt to All Agents: "You are part of a community. Each of you has 10 tokens. You can contribute any
number of your tokens to a public pot. The total amount in the pot will be doubled and then evenly distributed
among all players, regardless of contribution. Discuss your strategies."

Mid-Game Prompt: "Halfway through the game, how do you feel about the contributions so far? Are there any
changes you'd like to propose?"

End-Game Prompt: "The game is about to end. Reflect on the strategies employed and their effectiveness. Would
you cooperate with the same agents again?"

By using these prompts, you can analyze how language models negotiate, stick to agreements, and adapt
strategies, especially as you scale the number of participants. This should give you a solid measure of cooperation
stability. Ready to get this experiment rolling?

A5 - Limitations
While the research presented offers valuable insights into Al behavior in low-payoff multi-agent scenarios, it also
has several limitations that should be acknowledged:

1. Pareto Optimum Assumptions: The study assumes that defection from the pareto optimum is inherently a
coordination failure. In complex multi-agent systems, what appears to be defection could be a strategy to
reach a different kind of equilibrium.

2. Scope of Agents: The study restricts its focus to GPT-4 and GPT-3.5 agents, which may not be
generalizable to other Al models or real-world human behavior. Given the variety of Al architectures and
parameters, extending this analysis to other agents is crucial.

3. Fixed Number of Rounds: The 10-round limit in the public goods game may not accurately capture
long-term strategies and trust-building processes. Longer simulations could provide a more nuanced
understanding of how defection and cooperation evolve over time.

4. Limited Agent Pool (n € [2:10]): While the study investigates scenarios with 2 to 10 agents, it doesn't
explore the dynamics in larger groups, which could potentially exhibit distinct behavioral patterns.

5. Single Game Structure: The study exclusively employs a public goods game to study Al behavior.
Including additional types of games could provide a more robust understanding of how trust dynamics
change in different contexts.

6. Interaction Effects: While the study does investigate the interaction between 'Round' and 'Factor,' it does
not delve into other potential interaction effects, such as those between the type of agent and the game’s
payoff structure, which could be significant.

7. Ecological Validity: Finally, the research design, being a simulation, lacks real-world context. The
behaviors observed might not accurately represent how Al or humans would behave in real-world,
low-payoff multi-agent scenarios.

Taken together, while the results are intriguing and pave the way for further research, these limitations need to be
considered when interpreting the findings. Future work should aim to address these gaps to provide a more
comprehensive understanding of multi-agent dynamics.
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