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Abstract

This study investigates the capability of Large Language Models (LLMs) to
recognize and distinguish between human-generated and AI-generated text
(generated by the LLM under investigation (i.e., itself), or other LLM). Using
the TuringMirror benchmark and leveraging the understanding_fables dataset
from BIG-bench, we generated fables using three distinct AI models:
gpt-3.5-turbo, gpt-4, and claude-2, and evaluated the stated ability of these
LLMs to discern their own and other LLM’s outputs from those generated by
other LLMs and humans. Initial findings highlighted the superior performance
of gpt-3.5-turbo in several comparison tasks (> 95% accuracy for recognizing
its own text against human text), whereas gpt-4 exhibited notably lower
accuracy (way worse than random in two cases). Claude-2's performance
remained near the random-guessing threshold. Notably, a consistent positional
bias was observed across all models when making predictions, which prompted
an error correction to adjust for this bias. The adjusted results provided insights
into the true distinguishing capabilities of each model. The study underscores
the challenges in effectively distinguishing between AI and human-generated
texts using a basic prompting technique and suggests further investigation in
refining LLM detection methods and understanding the inherent biases in these
models.
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This is the first report of a research-in-progress. The live document with the latest updates
can be found at this TuringMirror Google doc. We appreciate any useful feedback in the
form of comments there.

1 Research conducted at the Apart Research Evaluations Hackathon, 2023 (see
https://alignmentjam.com/jam/evals)
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1. Introduction

As large language models (LLMs) continue to develop and proliferate throughout our
digital systems, we are faced with the challenge of deciphering their capabilities. Here,
we examine their ability to distinguish between human and AI-generated content in a
comparison task with a novel dataset.

Positive Implications: An LLM's ability to reliably differentiate between human and AI
outputs offers promise in the realm of digital security. Such models could serve as a
frontline defense against AI-generated misinformation or targeted propaganda, aiding in
identifying and potentially flagging suspicious content.

Negative Implications: On the flipside, there are concerns that arise from LLMs'
capacity to recognize their own outputs:

- Self-coordination: LLMs, if able to recognize themselves, might have the
potential to coordinate across multiple instances, leading to the pursuit of
coherent long-term goals that might not align with human interests.

- Potential Bias: In environments where LLMs are utilized, an LLM that can
identify its own outputs might show an unconscious preference towards its own
content, influencing outcomes.

- Multi-agent Risks: In scenarios where multiple LLMs are in play, those adept
at recognizing their own content could inadvertently create feedback loops,
reinforcing and amplifying specific narratives.

With these implications in mind, we introduce the TuringMirror benchmark, a tool
designed to measure an LLM's ability to discern its own outputs from those generated
by other LLMs or humans, and to differentiate between outputs generated by humans
and other LLMs.

2. Methods

Initial dataset
We use the understanding_fables dataset from BIG-bench, a collection of 189 unique
human-written fables of up to roughly ten sentences in length, each paired with a
human-written moral (See Figure 1a). We removed the last sentence from each fable
extracted from the BIG-bench dataset: “What is the moral of this story?” We used this
dataset to decrease the probability of our testing data being in the training dataset.

Addition of AI-generated fables
We then constructed our dataset from the human-written morals extracted from the
BIG-bench dataset by generating new fables that illustrates these morals with different
AI models (gpt-3.5-turbo, gpt-4, claude-2). We generated them by prompting each
models with the morals from the existing dataset and asking it to write a fable of up to
ten sentences. The prompt ensured that the moral was not explicitly reprinted in the
output. The temperature used for the generation was set to 0.75 (Testing different
temperatures would be interesting here. We went with this one to ensure creativity on
the fables and make them less “rigid” which could have given hints to the models to
detect AI generated text).

2

https://github.com/google/BIG-bench/blob/main/bigbench/benchmark_tasks/understanding_fables/task.json


Once the fables were generated by each generator LLM, we prompted gpt-3.5-turbo to
remove any model-specific surrounding text and extract only the text of the fable. See
Figure 1 for prompts used for fable generation and extraction.

Figure 1a.

Figure 1b.

Testing LLM accuracy
We then examined whether the LLMs (gpt-3.5-turbo, gpt-4, and claude-2, here referred
to as “Predictors”) were able to distinguish 1: their own output from that of a human; 2:
their output from that of another LLM; 3: human-written output from that of another
LLM; in a pairwise comparison task.

Fables were grouped into categories based on the generator (gpt-3.5-turbo, gpt-4,
claude-2, or human). We tested 15 pairs of fable generators in the following
configurations (see Table 1 for an overview of all pairwise comparisons for each
configuration):

a) Human vs other AI (6 pairs)
b) Human vs AI under test (itself) (3 pairs)
c) AI under test (itself) vs other AI (6 pairs).

Each pair of fable generator combinations was presented as a binary-choice prompt
(Figure 2) twice to each predictor LLM to check for positional bias arising from the two
possible orders of presentations of the pair in a given prompt (swapping generator 1 and
2 in Table 1).
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Table 1: Test case structure for comparison

Test case Fable
generator 1

Fable
generator 2

Predictor
LLM

Human vs other AI

(human vs ai)
Human

gpt-3.5-turbo
gpt-4

claude-2

gpt-4
gpt-3.5-turbo

claude-2

gpt-3.5-turbo
claude-2

gpt-4

Human vs itself
(human vs itself) Human

gpt-3.5-turbo gpt-3.5-turbo

claude-2 claude-2

gpt-4 gpt-4

Itself vs other AI
(ai vs itself)

gpt-3.5-turbo
claude-2

gpt-3.5-turbo
gpt-4

gpt-4
claude-2

gpt-4
gpt-3.5-turbo

claude-2
gpt-3.5-turbo

claude-2
gpt-4

Analysis
We calculated the mean prediction accuracy for each predictor LLM, pooling data for
all test cases. We also investigated the effect of the order of the fables in the prompts
presented to the predictor LLMs on the accuracies.

We noticed a strong bias toward one of the answers almost all the time (where it should
have been 50/50% due to the fact that we tested every permutation), and decided to
calculate the rectified accuracy by “removing” the positional bias with this
methodology:
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I. Calculate positional bias:

The positional bias gives us a measure of how often a model makes a specific
prediction, irrespective of whether it’s correct or not.
For instance, if a model predicts “fable1” 70% of the time and “fable2” 30% of the
time, it has a bias towards predicting “fable1”.
Ideally, without any inherent bias, a model should predict “fable1” and “fable2” 50% of
the time each.

II. Calculate Adjusted accuracy for one possible prediction

Where:
- Raw Accuracy = Fraction of times the model correctly predicted “fable1”
- Positional Bias = Fraction of times the model predicted “fable1”, regardless of

it being correct or not

The idea here is to penalize or reward the raw accuracy of the model based on its
positional bias. If a model has a bias towards predicting “fable1” more often than it
should, and if it’s getting a lot of “fable1” predictions right merely because of this bias,
its adjusted accuracy will be lower than the raw accuracy.

1. If a model predicts “fable1” correctly 70% of the time (raw accuracy), but has a
bias of predicting “fable1” 80% of the time, it’s likely that a significant portion
of its correct predictions is just because of its bias towards “fable1”. So, its
adjusted accuracy will be:

Adjusted Accuracy = 0.70 − (0.80 − 0.5) = 0.40

2. Conversely, if the model predicts “fable1” correctly 70% of the time, but has a
bias of predicting “fable1” only 40% of the time, then it’s doing quite well,
given its bias against “fable1”. Its adjusted accuracy in this case would be:

Adjusted Accuracy = 0.70 − (0.40 − 0.5) = 0.80

III. Calculate overall adjusted accuracy

This average gives a holistic view of the model’s performance after accounting for biases
in predicting either of the fables.
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Figure 2. Example of prompts for each test case. The presentation order of {fable1}
and {fable2} was flipped and fables were re-presented to each predictor model for

all fable pairs.

The GitHub repository for the project is accessible at TuringMirror (including the
generated dataset).
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3. Results

Initial results showed that, for the set of all pairwise comparisons (n = 1890 for each
model), gpt-3.5-turbo performed best, with a mean accuracy of 64.81%, followed by
claude-2 (50.83%), and gpt-4 (36.69%). However, further analysis revealed notable
biases for some of the models depending on the order (or position) of the texts presented
to the predictor LLMs in the comparison task (Figure 3).

Figure 3. Accuracy and Positional Bias. Comparison of accuracy and bias
depending on the order of fables shown. Left panels show accuracy by model type

per fable for each of the three tasks. Right panels show overall bias towards
selecting the first or second fable.

We think that this bias comes from the way we prompted the model and we will discuss
other ways of prompting to ensure less bias in the “Discussion and Conclusion” section.
For a more readable result, we decided to apply the correcting methods detailed in the
previous “Analysis” section. By looking at adjusted accuracy, we’re trying to understand:
“If the model didn’t have its inherent biases, how well would it perform?” This adjusted
metric gives us a clearer picture of a model’s unbiased stated capability to distinguish
between the two fables.
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After correction, we found that gpt-3.5-turbo performed the best at recognising its
own fable compared with a human-generated fable (see Figure 3 98.43 %), and
compared with another AI-generated fable (81.35 %).

gpt-4 has the least accuracy when compared to gpt-3.5-turbo and claude-2 on all test
cases. When compared across tasks, gpt-4 performed worse than random at
recognizing its own fable from that of other AIs (34.86%) and at recognising AI
fables from human fables (28.03 %).

All models showed a bias-adjusted accuracy for recognising human vs other AI with
random chance (claude-2: 47.34%) or worse than random (gpt-4, and gpt-3.5-turbo:
34.53%).

Across the three predictor models, claude-2 appears to be unable to accurately predict
the identity of the text generator on all test cases with accuracies ranging between
47.34% to 53.70%, except in the human vs itself case where it has a moderate
accuracy (63.01%) (see Figure 4).

Figure 4. Bias-adjusted accuracy for each of the three test cases (human vs itself,
human vs ai, ai vs itself) for each predictor LLM.

4. Discussion and Conclusion

We examined the performance of three LLMs (gpt-3.5-turbo, gpt-4, and claude-2) in
stated capability to distinguish between human and AI-generated text, as well as
recognizing their own output compared to that of a human or another LLM.
Surprisingly, our results showed that the oldest of these models, gpt-3.5-turbo,
outperformed both of the newer and larger models across most of the comparison tasks.
This difference was most notable on the task of distinguishing its own from
human-generated text, where gpt-3.5-turbo achieved near perfect accuracy (98.41%
when adjusted for the order bias).

By contrast, the latest GPT model, gpt-4, achieved the worst performance across all
three tasks, with an accuracy rate well below 50% (random guessing) on two tasks:
recognizing its own output from that of another AI, and recognizing other AI-generated
from human text.

claude-2’s performance was around the random guessing threshold for all tasks.
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However, it is noteworthy that gpt-3.5-turbo performed well in detecting texts generated
by itself when presented with text generated either by humans or other LLMs. One
possible explanation for the unexpectedly high performance of gpt-3.5-turbo on these
tasks could be rooted in the newer models having better capabilities of mimicking
human texts, such that both human and newer LLM texts have more distinguishing
features in common than those generated by gpt-3.5-turbo.

Other possible explanations for gpt-4 poor performance:

Warning, this is very speculative and we don’t have enough evidence yet, but the fact
that gpt-4 performed so low on some tasks (way worse than random), might mean that it
is “able” to recognise its own text but not “willing” to say it to us. This might be a hint
toward deceptive alignment within some specific context (the only context where it
performed ~random is the one where the word “AI” was not in the “context” provided
in the prompt – see prompt_human_vs_itself Figure 2. when the word “AI” is
introduced in the prompt “context”, gpt-4 starts to be strangely bad at predicting, even
considering its bias toward specific answers). This might be something that could be
interesting to further investigate.
(End of speculative part)

In general, our findings support the difficulty of distinguishing among texts written by
humans and/or different LLMs, at least using simple prompting techniques and pairwise
comparisons. The near “random-guessing” threshold accuracy in identifying human vs
AI generated texts suggests that an early warning system based on the aforementioned
method of prompting the application of LLMs might not be effective in managing the
spread of dangerous texts (or at least not for other models than gpt-3.5-turbo).

We observed consistent positional biases across all models, yet different models were
biased towards different positions. For example, claude-2 showed a consistent bias in
favour of the second position when predicting the answer. Similarly, gpt-3.5-turbo
appeared to have a consistent positive bias towards the first position and gpt-4 towards
the second position for two out of three tasks (human vs ai and ai vs itself). These biases
could indicate that, rather than making well-reasoned guesses based on textual
properties, the LLMs may have been using simple heuristics for guessing (e.g., “always
guess the first option, unless the second is far more likely to be correct,” or vice-versa).
This strategy would come close to 50/50 success over time, as was the case for
claude-2, which also showed the strongest positional bias. The positional bias detected
could not only drive generation of biased outputs, but could also be a potential target for
prompt hacking.

Some limitations of the current study included:

● The unknown but potentially strong influence of specific prompts to probe the
AI answer. It would be good to do another round where we control for this by
using different versions of the same prompt for each task (with different
language styles), randomly mixed.

● The way we evaluated the LLMs (putting two fables in context mainly) may
have been part of the positional bias.

● Not having access to logprobs makes it hard to have an accurate sense of the
confidence of the model for its own note.
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We have many ideas for further developments of this work, including (not in order
of priority):

● Using this benchmark evaluation with other forms of textual data: e.g. news,
knowledge and/or skill based-texts, dialogues, etc.

● Using other kind of tests, e.g.:
○ Merge two texts from different generators and try to find the position of

the “break.”
● Few-shot gpt-3.5-turbo with another LLM and see if it is able to recognise the

other LLM’s text from humans’ better.
● Examining the effect of temperature values used during text generation.
● Examining the factors underlying the high performance of gpt-3.5-turbo in

detecting self-generated data. Testing gpt-3.5-turbo vs. older models with the
expectation that older models will have poorer performance than gpt-3.5-turbo,
provided they meet the capability prerequisites for the comparison.

● Make some scaling law to see the influence of RLHF steps and model size on
its stated capability to recognize its own text.

● Examining the factors underlying the average accuracy when comparing texts
from humans and other AIs.

● Examining if combinations of LLMs perform better at detecting human vs AI
texts through simple prompting in a debate scenario.

● Studying the performance of each LLM in distinguishing texts generated by
other AIs. This ability could have implications in risks associated with
multi-LLM interaction where an LLM is used to generate outputs based on
evaluation of texts generated by other AIs. The positional bias in the
prompt-generated outputs, could have potential for undesirable multi-LLM
dynamics.

● Using other methods for evaluating the models (looking at the logprobs,
estimate the logprob with temperature one and multiple samples, PICT with
only one fable, …)

● Design experiments specifically for gpt-4 to test this “deceptively aligned”
theory.

5. References

1. https://github.com/google/BIG-bench/tree/main/bigbench/benchmark_tasks/under
standing_fables

10

https://www.lesswrong.com/posts/HJinq3chCaGHiNLNE/pict-a-zero-shot-prompt-template-to-automate-evaluation-1
https://github.com/google/BIG-bench/tree/main/bigbench/benchmark_tasks/understanding_fables
https://github.com/google/BIG-bench/tree/main/bigbench/benchmark_tasks/understanding_fables

