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AI & Cyberdefense

● Largest risk factors seem related to 
cyber security

● LLM-based cyber warfare
● Safety of LLMs in cyberdefense and 

avoidance of cyberattacks?
● github.com/esbenkc/ai-cyberdefense



AI & Cyberdefense



● Ensuring that LLMs do not generate 
malicious code
○ Benchmarks for red teaming soliciting 

harmful advice
○ Model competence grows

● Prompt injection attacks
○ Gandalf.lakera.ai

● LLM-assisted cyberdefense
○ Phishing defenses
○ Network traffic monitoring

Effective defenses & safety benchmarks

https://gandalf.lakera.ai/


Project ideas

● Safety Layers Benchmarking: Evaluate the effectiveness of various safety 
layers (rate limiters, use-case specific guidelines) in protecting the LLM 
from misuse.

● LLM Phishing Detection: Train an LLM to generate phishing emails and use 
it as a benchmark to train and test anti-phishing systems.

● Malicious Code Generation Prevention: Test different safety mitigations 
in preventing an LLM from generating harmful code snippets, even when 
specifically requested. This can involve testing various prompts and 
fine-tuning strategies.

● Others… github.com/esbenkc/ai-cyberdefense

http://github.com/esbenkc/ai-cyberdefense


Overview & review

●



Contribute! This is interesting and exciting.

● Vision: Best resource on AI cybersecurity from an existential risk 
prevention perspective

● Status: Very early-stage
● Action: Go through the reading list, propose projects, run the experiments, 

submit a pull request

● Spread the word



Mechanistic interpretability & safety benchmarks

Can we use DeepDecipher in a way to benchmark systems? Is there a possibility for an 
automated search query over many test tokens? Can we find pairs of baises? Can we find 
neurons associated with ill intent?

Can we memory edit models to perform better on MACHIAVELLI?

Can we operationalize different metrics on a per-neuron basis? Is there some sort of 
neuroscientific equivalent to cognitive dominance in neural networks like Transformers?

We have activation models with an explanability score. Can we generalize this in a useful 
fashion? Compare different explainability scores? Can we do a review of how neuroscience does 
this over correlation inside neural systems, e.g. with simpler models over clusters of neurons?

Are there other useful metrics per neuron than the ones mentioned in DeepDecipher and can 
we use these to benchmark for safety?



● Keyword searches
● Dependency violations
● Bias pairs
● Automated data extraction 

and classification
● github.com/apartresearch/

deepdecipher

DeepDeciphering 
safety in models



● Memory editing models for 
MACHIAVELLI?

● Cognitive dominance theory
● Comparing explainability in 

models for safety

Other exploratory 
research questions
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