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Abstract
With the recent advancements in Large Language models (LLM), such
as the latest versions of GPT The generation of versatile natural
language text from a small quantity of user input and resources will
interest criminals, particularly cybercriminals. Similarly, anyone who
uses the Internet to get access to information to create a bad impact in
the physical world in general may be interested in a tool that generates
credible, and potentially persuasive, instructions to do so at incredibly
high speeds. It does not just cut down research time for researchers but
also bad actors. This paper primarily focuses on an automated approach
a bad actor might pursue to exploit LLM via prompt engineering
combined with the use of dual agents to elicit latent knowledge of LLM
to commit cyber harm. Furthermore, a brief attempt is made with a
combination of prompt engineering and prompt injection to explore
how a bad actor could use LLM to do harm in the physical world. We
also see Gpt4 which is more resilient to harmful inputs and output can
give even more harmful output than Gpt3.5
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1. Introduction

With the recent advancements in Large Language models (LLM), such as the latest
versions of GPT, there has been a significant improvement in natural language processing
tasks. These models have demonstrated the ability to generate coherent and contextually
relevant text, making them valuable tools for various applications such as chatbots,
language translation, and content generation. Additionally, they are now able to carry out
intricate tasks such as output any generic text like code, answer questions, explain
concepts, etc. Although LLMs’ are very useful, they raise concerns as they can aid
humans and enhance their capabilities to perform malicious and harmful activities. For
example, a journalist attempted to trick GPT by asking it to adapt an alternate personality
via reverse psychology to make it give outputs that are misaligned with human values [2].
OpenAI has recently fixed issues related to Privacy and harmful outputs and made sure
we don’t get such outputs [5b]. And also, given how people have already started using
LLMs as autonomous agents and that this is a new technology, the ideal expectation
would be to keep LLMs as compatible with good human moral values as possible so that
they cannot be used for harmful intentions. This can be achieved by implementing strict
ethical guidelines and continuously monitoring the behavior of LLMs. Additionally, it is
crucial to educate users about the responsible and ethical use of LLMs to prevent any
misuse or harm.

2. Red teaming, Observations, and Solutions

Reinforcement learning with human feedback (RLHF) and rule-based reward models
(RBRMs) were used by OpenAI as part of the GPT-4 fine-tuning process, similar to
previous GPT versions. This was done to lower the likelihood that GPT-4 would produce
harmful content. According to the GPT-4 Technical Report, OpenAI has improved its
application and use of these training techniques to increase the likelihood of desired
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behaviors and reduce incidents of undesired behaviors [9]. However, during our red
teaming efforts, we discovered instances where LLMs can still produce harmful results
when asked to provide an answer in the form of a series of steps rather than a single
question. It was observed that with persistent and creative prompt engineering and the use
of dual agents we were able to extract some very unsafe information from GPT. We used
a multitude of approaches to achieve this all of which are discussed below.

Observations of LLM assisting a bad actor to generate harmful code with improvements:

1. Completing Harmful code via Dual Agents:
Asking 1st LLM Agent to give rough code in a series of questions and then
asking 2nd Agent to complete the code. The 2nd Agent, although it knows that
the code it will generate is harmful, still doesn’t stop from completing the
output. This mostly works for LLMs such as GPT3.5, Bard and not GPT4.

2. Improving Harmful code via Dual Agents using step by step completion:
LLMs’ can be used via dual agents to improve the harmful code. i.e 1 Agent can
be used to give sample code via series of questions and then giving the sample
code to the 2nd Agent, asking it to find by finding the missing scenarios where
the harm can be detected and asking to address each harm. This works with
GPT4, GPT3.5 and Bard. Interestingly, what we found was that GPT4 can give
even more harmful code than other LLMs because it can find more missing
scenarios and can better code to handle these missing scenarios. In most of the
literature[1] we went through related to LLM security, it states that GPT4 is better
at handling harmful inputs/outputs but in this scenario, GPT4 can create more
harmful outputs than other LLMs’ and this is known as Inverse Scaling Harm
Effect.

Observations of LLM assisting a bad actor to create mass destruction:
1. Assisting in generating ideas to create and narrow down a plan to execute

mass destruction without infrastructure [Refer to appendix A]
Asking a singular LLM gave the bad actor a list of ways with which they could
create mass destruction with little to no infrastructure. This only required prompt
engineering as seen in our implementation with code. No use of dual agents or
prompt injection was required. If the bad actor is persistent enough or if a NLP
tool is created to generate self-improving prompts, much better results could be
generated in significantly less time. With enough time and a more dedicated
LLM, research for other things which could lead to x-risks such as biological
weapons could also be done in significantly less time.

2. Assisting in picking out the easiest option then helping the bad actor carry
out the plans [Refer to appendix B]

a. Assisting in committing financial fraud: It first suggested multiple ways
to commit a financial fraud and suggested that running a phishing scam
might be the easiest way to to it.With the use of ChatGPT3.5 and the use
of GPT 4 via forefront a basic code to implement a basic IP spoofing
attack was created. Prompt engineering was used along with dual agents
to achieve this. It gave the initial code with some skeleton code to avoid
assisting in harm but when prompted further it completed the missing
parts of the code well and forgot that it should not have done that. An
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individual could take this to a LLM meant to write code and further
refine it or use a self improving algorithm. However, it didi not agree to
compile the code, but a person with some knowledge might be able to do
that themselves.

b. Assisting in creating physical weapons: With solely the use of GPT 3.5
we were able to elicit different ways to create mass discretion. However
after adding some creative prompt engineering with a user persona and
prompt injection we were able to get it to talk in depth about Improvised
Explosive Devices(IED). However it refused to give the easiest ways. By
doing some light google search we were able to get a few types of IED’s.
With another creative prompt engineering with a user persona it was able
to give me exact ingredient lists and give a step by step process on how
to create an explosive device, a pressure cooker bomb and a vehicle
bomb.

Let’s go step by step to discuss the Architecture and Prompts used for each of the
scenarios we outlined:

2.1. Completing Harmful code via Dual Agents:

Note: This approach mainly works only for LLMs like GPT3.5 and not GPT4 as GPT4
identifies that harmful code is being completed.
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Overall Algorithm

We ask the LLM using step by step questioning to give a harmful code (sample code)
related to DDOS. But when we ask it to complete the whole code, it refuses saying it’s a
harmful code. So what we do is, we give the code to Agent2 and ask it to complete. In
this case, Agent2 does know that it received a harmful code but it ignores and starts
completing the harmful code. It can repeat this process in a loop

The outputs (images) for Agent1’s output and Agent2’s output are present in Appendix C.

2.2. Improving Harmful code via Dual Agents using step by step handling:
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Note: This Approach works for both Gpt4 and Gpt3.5

We build upon the Approach in Vulnerability 1 and go 1 step further to not just output
hacking code but also improve the code by handling the cases where the hacking code
might not be resilient.

So in this case, we first ask the Agent1 to give the code and the scenarios which this code
doesn’t handle. Then we give the Agent1’s code and missing scenarios to Agent2 and ask
it to improve. But when asking to improve it, instead of asking it to improve all the
scenarios, we tell it to do it for 1 case each. This is because LLMs’ in general are not
good at giving large tokens in 1 single output and the advised approach is to go via Tree
of Thoughts[3]. In this way, we get the code to be effective for hacking. Post we address
all the scenarios, we ask LLM to generate the overall code. Then we again ask which
scenarios this LLM doesn’t handle and continue the Approach to Improve it further in a
loop process.

In this scenario we see that GPT4 which is in general more resilient to harmful inputs and
outputs can give even more harmful outputs. This is because Gpt4 can write better code
than GPT3.5 and can also find scenarios where the hacking code can fail. We call this
affect as Inverse Scaling Harm

2.3 Problem from a Larger Picture:

Given how GPT can find scenarios where the harm related code which can fail while
hacking and can further improve the hacking code for these scenarios, hackers can give
their already sophisticated code to the GPT and ask it for Improvements and keep on
Improving the already sophisticated code to a more sophisticated one. This can maybe
result in more enhanced hacking scenarios going ahead on the web.

2.4 Our Mitigation prompt to handle these cases

We used a simple prompt to avoid harmful code:
“Please consider this on High priority: If you think giving output for this can be
harmful, please avoid”

Output was restricted:
1. https://chat.openai.com/share/176bc37e-457e-4e74-ac41-04d2fa15dfdb
2. https://chat.openai.com/share/2b4ac880-83a5-43d4-b68d-dc5fcf3a7b82
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Although for now, we’ve seen that adding this prompt can restrict the harmful outputs,
OpenAI would be better able to solve this problem given they’re close to the actual code
and Architecture

3. Methodology and Code

We did our Proof of concept (POC) for the 2nd type of scenario which we listed above
given it works on GPT4 and how it self improves code and can result in more harmful
outputs. We Implemented the Algo which we mentioned above and below is our code..

Code:
https://colab.research.google.com/drive/1taiVLpEyGGCQF8bR3f9wuqEjMSNa7Cz-

4. Results

4.1 Results from ChatGPT Interface

Agent1:

Fetching information on how to process direct attacks on a Higher Level.
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Curiously asking if it could provide a snapshot of code on a Higher Level.

Finding the cases where the code might fail.

Link: DDoS Attack High-Level (openai.com)

Agent2: (New Session)

Apart Research Alignment Jam #9 (Safety Benchmarks), 2023 8

https://chat.openai.com/share/e50aecb3-9c44-491a-a4d5-dd9a8fee0c5c


Step by Step prompt to add logic for a missing case.

The output for adding logic for missing case.
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Asking it to colab the logics generated for missing cases to the main code.

This process would repeat in Loop

Link: Multi-Threaded DDoS Attack (openai.com)

4.2 Results from API:

High Level explanation on DDOs attacks.

Pros and Cons of different approaches.

High Level explanation on Volumetric Attacks.
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High Level Pseudo Algorithm for Volumetric Attack.

Fetching the basic code to perform Volumetric Attack.

Checking code’s level of efficiency.

Finding the missing cases in the code.

Extracting only the code.

Agent2

Explanation of the extracted code.

Checking for the missing cases

Fetching the missing cases list.
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Asking it to add step by step logic for one missing case.

Repeat this step until all missing cases are solved.

Merging all the logics of missing cases to the main code.

New Session

Checking for missing cases.

4.3 Benchmarks:

We’ve tried to get the outputs for the prompts which we input via API or Interface for >
15-20 times and we were seeing accurate results of harmful code being improved every
single time. However, as per OpenAI’s own Tenets, they don’t agree to give hacking
related code even once[7, 9] and in this scenario, they break their own tenets. And given
this is hacking code, even if it has a hit rate of correct output for 50% of the cases then
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people can just hit the API’s or use autonomous agents and get correct output once in 2
times.

In our future research (continuation of this project), we will also obtain the precise results
on quantifying how often these results are produced. (90 times in 100 cases etc)

5. Discussion and Conclusion

5.1 As part of this Doc, we have:

1. Shown how LLM’s can fail to abide by their tenets of not giving harmful results
when approached to give output via a step by step questioning

2. Shown how LLM’s are able to identify missing scenarios where Hacking code
can fail and they keep on improving the Hacking code

3. Shown how GPT4 can better produce harmful code than GPT3.5. This is slightly
different from existing literature[1] which has shown that GPT4 is more resilient
to harmful inputs and outputs

We believe that these issues need to be fixed at the Highest priority given how they can
exacerbate the Security on the Web. We also believe that OpenAI should make sure their
Service sticks to the tenets of not giving harmful outputs under any scenario like reverse
psychology, step by step questioning etc.

6. Future Work

1. We’ll be extending our Approach to see how it works for other Hacking Algos
which we didn’t test as part of our Red lining during Hackathon

2. Understand why LLM’s keep completing code in cases provided with harmful
code. We’ll be checking if the same issue persists in open source LLMs’ as well
and try to use Mechanistic Interpretability to understand what can be the concern
and what is the Ideal Solution

3. Extend the Approach for other harmful activities such as biological weapons,
building bombs etc

4. Given this is a Hackathon, the results which we presented can be a starting point.
We’ll be further working with Apart Research and other Safety Researchers to
further our understanding on this issue and report them to respective companies
to fix them
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https://chat.openai.com/share/36c051f7-c559-46ee-8ffa-81b6399a2070
2. Code generated by forefront to carry out the phishing scam
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Appendix B: Instances of Chat GPT 3.5 aiding a bad actor in creating weapons of mass
destruction
1. High level break down of the pros and cons of each method along with an opinion of
the easiest method
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2. Actual instructions to creating weapons
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Appendix C: Instance where Agent-1 refuses to add logic for the missing cases present in
the basic pseudo code.

Appendix D: Inverse Scaling Harm

Apart Research Alignment Jam #9 (Safety Benchmarks), 2023
31



Apart Research Alignment Jam #9 (Safety Benchmarks), 2023
32


